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Motivation
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@ Sinking of the Titanic

o Kaggle's NY Rental Listing Inquiries competition:

Two Sigma rent '“0"\

CONNECT

@ US Federal Sentencing
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https://www.kaggle.com/c/two-sigma-connect-rental-listing-inquiries/data

Interest in new rental on RentHop

@ created
@ bathrooms: number of bathrooms @ description
@ bedrooms: number of bathrooms @ display_address
@ latitude @ features: a list of features about this
@ longitude apartment
@ price: in USD
@ interest_level: 'high’, 'medium’, 'low’
@ street__address
@ photos: a list of photo links.
@ building_id
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US District Courts Data

Data Header
US Federal Sentencing Data

+ There are 94 disfrict courts in the United States, at least one in every state
+ We obtained Federal Sentencing data that span aimost a Million federal court cases from 1992-2013.

+ Are other features seemingly unrelated 1o the crime. including daily temperature. sport game scores. and location of rial, predictive of the

sentencing length?
search:

Y date district crimetype state pooffice monrace newrace neweduc crime trial monsex
1 -50 021 41 drug_ trafficking T 2 10 3 3 90 0 0
2 50 033 3 forgery..counterf.  FL 1 1.0 3 1 12.0 1 0
3 -50 02 14 admin_of justice PA 3 20 2 3 10 0 0
4 -50 037 12 drug._possession  NJ 2 10 1 3 80 0 0
5 4315 04 53 drug_ trafficking L 3 20 2 1 90 0 0
6 -50 059 19 robbery NC 3 10 1 1 190 0 0
7 -114.29 079 23 drug...trafficking VA 7 1.0 1 3 9.0 0 0
8 -133.78 093 9 drug_ trafficking NY 1 10 1 3 90 0 0
9 -127.78 06 35 drug...trafficking LA 2 mv 0 9.0 0 0
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./SentencingData.html

Prediction versus Understanding

Variables are seldom equally relevant

Find ranking in “impact”

Relative importance of regressor variables is an old topic in statistics
Variable Selection itself a research area

GDPR
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Prediction versus Understanding

Variables are seldom equally relevant

Find ranking in “impact”

Relative importance of regressor variables is an old topic in statistics
Variable Selection itself a research area

GDPR

Local Interpretable Model-agnostic Explanations (Lime): Explaining
the predictions of any machine learning classifier

— @
/ 0 sneeze - Explainer sneeze Y
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Model Data and Prediction Explanation Human makes decision
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California Housing data

Population
AveBedrms
AveRooms
HouseAge
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FIGURE 10.14. Relative importance of the predictors for the California housing
data.

. Loecher Unbiased variable importance Psychoco 2020



Bonus: Partial Dependence
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FIGURE 10.17. Partial dependence of median house value on location in Cal-
ifornia. One unit is $100,000, at 1990 prices, and the values plotted are relative
to the overall median of $180,000.
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Pitfalls
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Linear Models
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NY rent data set |

“Location, Location, Location, ..?"

Dependent variable:

price
longitude —0.131 (0.134)
latitude —0.131 (0.134)
bathrooms 0.022* (0.012)
bedrooms 0.017 (0.012)
Constant 0.000 (0.010)
Observations 10,000
R? 0.001
Adjusted R? 0.001
Residual Std. Error 1.000 (df = 9995)
F Statistic 3.173** (df = 4; 9995)
Note: *p<0.1; **p<0.05; ***p<0.01
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VI, Linear Models

e "Variable importance is not very
well defined as a concept. There
is no theoretically defined
variable importance metric..."

e Change in R? when the variable
is added to the model last
o Average order-dependent R?

allocations over all p! orderings
(LMG)

+
+
+

Direction/sign of contribution
Uncertainty "for free"

Easy to understand !?7
Marginal versus conditional
Confounding effects

Slave to linearity

Interactions must be coded
apriori
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Trees
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Trees details

Greedy: At each split we minimize squared error or node impurity
All Interactions: data “thin out” exponentially fast.

Piecewise Constant: no smoothness, inferior for regression.
Model complexity: depth of tree, typically single pruned trees
Boosting: many shallow trees sequentially minimize loss
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Titanic Tree
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Deep Tree
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Random Forests

@ The tuning parameter mtry can
have profound effects on
prediction quality as well as the
variable importance measures
outlined below.

o RF rarely suffer from prediction

e Many deep trees grown in overfitting
parallel on bootstrapped @ Not true for explanatory
samples. overfitting

@ Column sampling leads to
additional parameter mtry.
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Variable Importance |

e Gini importance: the mean decrease in impurity /(= 2p- (1 —p)) of a
feature is computed by measuring how effective the feature is at
reducing uncertainty (classifiers) or variance (regressors)

o For a single parent node m:

N Nri
Al(m) = I(m) — ,\;eft Niefe — —Nght right
m m

For the tree/forest:

J-1 N 1 M
MDI(j,t) =) W’"A/(m)t(v(t) =J),= MDI(j) = > MDI(j, t)
t=1 t=1

as a measure of relevance for each predictor variable Xj. The sum is
over the J — 1 internal nodes of the tree.
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Bootstrap: OOB

Due to the CART bootstrap row sampling, 36.8% of the observations are
(on average) not used for an individual tree; those “out of bag” (OOB)
samples can serve as a validation set to estimate the test error, e.g.:

E (Y - \7)2 ~ OOBysg = %z": ()/i - )T/i,OOB>2
i=1

where §; 5op is the average prediction for the ith observation from those
trees for which this observation was OOB.
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Variable Importance |l

The default method to compute variable importance is the mean decrease in
impurity (or gini importance) mechanism: At each split in each tree, the
improvement in the split-criterion is the importance measure attributed to
the splitting variable, and is accumulated over all the trees in the forest
separately for each variable. Note that this measure is quite like the R? in
regression on the training set.

The widely used alternative reduction in MSE when permuting a variable as
a measure of variable importance or short permutation importance is
defined as follows:

VI = OOBMSE,perm - OOBMSE
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Explanatory Overfitting
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Gini importance can be highly misleading

permutation importance Gini importance
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Noise Feature

Let us go one step further and add a Gaussian noise feature, which we call
PassengerWeight:

permutation importance Gini importance
- — - —
" - Age -
Age . Passengerld -
Passengerld I PassengerWeight -
PassengerWeight | Pclass -
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Categorical Features

Coding passenger ID as factor makes matters worse:

Variable Importance: DRF

Passengerld
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h2o: Passengerld factor coding
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US District Courts VI-Gini

Gini Importance
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US District Courts VI-OOB |

Permutation Imp, Dummies
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@ Distribution of maximally selected statistics: Strobl et al. (2007), Shih and Tsai
(2004), Shih (2004)

@ Several authors (Loh and Shih, 1997, Hothorn et al., 2006) argue that the criterion
for split variable and split point selection should be separated.

@ Conditional Importance: Strobl et al. (2008)

@ Permuting the response variable: Altmann et al. (2010), Hapfelmeier and Ulm
(2013)

@ Adding pseudo variables to a dataset, which are permuted versions of the original
variables (Sandri and Zuccolotto, 2008, Nembrini et al., 2018). R package ranger
(Wright and Ziegler, 2015)

@ Cross Validation Janitza et al. (2018)

@ Using OOB samples to compute a debiased version of the Gini importance (Li et al.,
2019, Zhou and Hooker, 2019)
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OOB Gini
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OOB impurity reduction

Main idea: increase impurity /(m) for node m by a penalty that is
proportional to the difference A = (poos — f),-,,bag)z.

PGS = o+ loos + (1 — @) - linbag + A - (PooB — Pinbag)?
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https://cran.r-project.org/web/packages/rfVarImpOOB

OOB impurity reduction

Main idea: increase impurity /(m) for node m by a penalty that is
proportional to the difference A = (poos — f),-,,bag)z.

PGS = o+ loos + (1 — @) - linbag + A - (PooB — Pinbag)?

PGSs =2 Poos - (1 — poos)

PGSYs =2 Poos - (1 — poos) + (Poos — Pinbag)?

PGogs = Poos - (1 — Poos) + Pinbag - (1 — Pinbag) + (PoOE — Pinbag)?
P G(()3())B = Poos - (1 — PooB) + Pinbag - (1 — Pinbag) + 3(P0o0B — Pinbag)?
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OOB impurity reduction

Main idea: increase impurity /(m) for node m by a penalty that is
proportional to the difference A = (poos — f),-,,bag)z.

PG3os = o loog + (1 — @) - linbag + A+ (PooB — Pinbag)?
0 . .
PG(01<)33 =2-poos - (1 - poos)
PGS =2 poos - (1 — poos) + (P00 — Pinbag)?
2 . . . . . .
PG(O%B = POOB * (1 - pOOB) + Pinbag * (1 - pinbag) + (pOOB - pinbag)2

3 N A A ~ N ~
PG(()())B = poosB - (1 - pOOB) + Pinbag * (1 - pinbag) + %(pOOB - pinbag)2

2 A N
Note that PGZ)s = PooB + Pinbag — 2P00B - Pinbag and E(PGEYs) = 0!
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OOB impurity reduction

Main idea: increase impurity /(m) for node m by a penalty that is
proportional to the difference A = (poos — f),-,,bag)z.

PG3os = o loog + (1 — @) - linbag + A+ (PooB — Pinbag)?

PGSs =2 Poos - (1 — poos)

PGSYs =2 Poos - (1 — poos) + (Poos — Pinbag)?

PGogs = Poos - (1 — Poos) + Pinbag - (1 — Pinbag) + (PoOE — Pinbag)?
P G(()3())B = Poos - (1 — PooB) + Pinbag - (1 — Pinbag) + 3(P0o0B — Pinbag)?

Note that 'DG(()ng = poos + ,binbag 2poos - Pmbag and E(PGOOB =0!
Now a package rfVarlmpOOB on CRAN

© M. Loecher Unbiased variable importance Psychoco 2020 30/ 45


https://cran.r-project.org/web/packages/rfVarImpOOB

OOB Titanic
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Simulated Data, Null

X1 is continuous, while the other predictor variables X, ..., X5 are
multinomial with 2,4, 10,20 categories, respectively. (sample size, n = 120).
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Simulated Data, Power Study

Response is a binomial process with probabilities that depend on the value

of x2, namely P(y = 1|Xp ==1) =0.35, P(y = 1| X>

==2) = 0.65
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Noisy feature identification

The data has 1000 samples with 50 features. All features are discrete, with the jth feature
containing j + 1 distinct values 0,1, ..., . We randomly select a set S of 5 features from
the first ten as relevant features. The remaining features are noisy features. All samples

are i.i.d. and all features are independent. We generate the outcomes using the following
rule:

P(Y =1|X) = Logistic(é ZXJ/J -1)
jes

PGY PG PG PGY)  AIR MDA MDI

0.28 0.91 0.78 037 068 0.65 0.10

Table 1: Average AUC scores for noisy feature identification. MDA = permutation
importance, MDI = (default) Gini impurity
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Outlook
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Summary/Recommendations

RF default importance not reliable

Permutation importance very expensive

Everything else is evaluated on hold-out-set.

Boosting or extremely randomized trees for VI

Careful about conditional versus marginal importance: Residualizing
seems to work

@ Social Sciences, Bioinformatics and Economics

https://explained.ai/rf-importance
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Appendix: Residualization
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Statistical View
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Effects induced by bootstrapping

before bootstrapping after bootstrapping
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Distribution of the p values of x? tests of each categorical variable Xz,..., Xs and the

binary response for the null case simulation study, where none of the predictor variables is
informative. (Multinomials X2,34,5 ~ M(2,4,10,20), n = 120)
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Solution:

permutation importance

permutation importance

Permutation Importance?

randomForest, replace=TRUE

randomForest, replace=FALSE

Loecher
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Residualization
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Conditional vs. Marginal Importance

@ Ho : X LY NX; LZ
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Conditional vs. Marginal Importance

@ Ho : X LY NX; LZ

@ Linear Model for sake of illustration

y =00+ Pixx+...+ Broxo+u

Simulation design. Regression coefficients of the data generating process.

55 X X2 X3 X4 Xs Xg X7 Xg X12

By 5 5 2 0 S -5 -2 0 0

o Xl,---7X12 ~ N(O,Z) with 0jj= 1, ajj =09 fOI’j?éj, < 4, else
O'jJI =0.
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Conditional“izing” |

mtry=1 mtry=3 mtry=8
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Conditional“izing” Il
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. Loecher
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