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1. INTRODUCTION 2. MODEL STRUCTURE

Bayesian Models: Existing Implementations: Within the GAMLSS model class all parameters of the response distribution
» Convenient setting for very complex » Provide infrastructures for a can be modeled by explanatory variables
models. number of regression problems. y ~ D (h(601) = n1, ho(02) =, ..., hx(Ok) = 1K),
> MCMC simulation now possible on  » F.ron.1 un.ivariate to multivariate where D denotes any distribution available for the response variable y and 64,
virtually any computer. distributions. k=1,..., K, are parameters that are linked to additive predictors.
» Inference _does not rely on > Hig_hly specialized and optimized The k-th additive predictor is given by
asymptotics. engines.

» However, almost any engine has a M = Mk(X; Bi) = u%; Bue) + -+ + Fk(X: B,

different interface. with unspecified (possibly nonlinear) functions fy(:) of a generic covariate
Basic ldeas: vector X, j =1,...,Jkand k =1,..., K. Examples of functions f(-):
» Provide a flexible and unified modeling architecture.
o ] _ ] ] o 1D Nonlinear Effects 2D Surfaces Discrete Spatial Effects Random Effects
» Use specialized/optimized engines to apply Bayesian structured additive .
distributional regression a.k.a. Bayesian additive models for location scale 18 ) a
and shape (BAMLSS) and beyond. £ o sz M)
» Facilitate new algorithms and extensions. ; ) L
» The approach should have maximum flexibility /extendability, also v e
concerning functional types. B
Terms: An implementation is provided in the R package bamlss available at
Each vector of function evaluations is a composition of https://R-Forge.R-project.org/projects/BayesR/
fix = (X, Bjx) In R, simply type
Xk (nx mj) is a design matrix, 3, (qjx x 1) are regression coefficients. Note: > install.packages("bamlss", repos = "http://R-Forge.R-project.org")
functions are not necessarily linear in the parameters, e.g., growth curves. Generic architecture, the setup Formula Family Data

does not restrict to any specific

Priors:
Generic prior for linear and nonlinear effects using a basis function approach type of engine (Bayesian or fre- rarse!
rk(K)/2 quentist). ——
p(Bjk) iz exp 12 ;Kjk |- Various algorithms implemented,
7 jk szk in addition support for BayesX,
Precision matrix Kj, corresponds to frequentist’s penalty matrix, 75 is equiva- JAGS, Stan. Summaries | | Flotting | | Selection | | Prediction

lent to the inverse smoothing parameter, common prior p(Tﬁ() ~ 1G(aj, bik).

Response Distribution:
Main building block pdf f(y|61, ..., 6x) and corresponding log-likelihood 5. EXAMPLE

n . . - . . .
i i Modeling daily precipitation data with a censored normal model
g(/gvyax) — E 'lOg f(yi; (9/1 — hl (nil(xivlgl))a--.aeiK: hK (niK(XhIBK)))' * N 2 L | o o 0 *
— y*~ N(p,0%), p=m, log(a)=mn, y=max(0,y).
Log-posterior For both 1 and o, we use the following additive predictor:
Kk n = By + fi(day, lon, lat) + f(lon, lat) + (day) + f1(alt).
|Og p(’l?’ y? X) X 6(161 Y7 X) _|_ 2 / 2 ) {lOg pjk(ﬂjk)} ) . January July
k=1 j:]_ Ana|ySIS based on the _ [T Precipitation in mm .
. . . < 7| 0.0 0.5 0.9 _ 0.0 1.4 2.9
e.g., Ui = (B4, (7%2)") " and pu(-) denotes combination of all priors. HOMSTART data of the
Lo f ZAMG S g -
Posterior Mode/Mean Estimation: | S ERS
Various algorithms require Predicted precipitation for = % - b
, OUBY.X) _ 9By X)on, __ 9UBiy.X) 00, Ony 10th of January/July. < |7 Aveleblestaons | | | | |
0B« up Taﬁk 00k I OBy’ 10 12 14 16 10 12 14 16
. ’UBiy.X) _ (On,\ PUBy.X)In | OBy, X)I’n, b — o -ongitude [ded]
03,08, 0B, onond 0B,  Jn, 0By !
PUBYX) _ OUByYX) %0, | 9*UBy.X)06, 00,
onon, 00,  Ononl T 90,00 Onong References:
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